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Computational Thinking 2.0

Table 1: Comparison of educational concerns in

data-driven models.
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Stage 1

Formalize the problem

Collect data from the intended context

Stage 2

Design a solution

Filter and clean data. Label data.

Stage 3

Implement the solution in a stepwise program

Train a model from the available data

Stage 4

Compile and execute the program

Evaluate and use the model

lution

Weakly context-dependent

Strongly context-dependent

In some cases clearly works or doesn’t. Can be for-
mally proven to be either correct or incorrect (at
advanced levels). Effectiveness can be proven.

Models may display higher or lower confidence. Ef-
ficiency can be established through testing. Statisti-
cally better or worse (at advanced levels).

Black-boxed or glass-boxed cross checking of the
outputs and the program code

Evaluate the model against predictions, completely
black boxed

hinking -

Tracking and tracing program states and code for
error.

Experimenting with data, parameters, and hyperpa-
rameters, based on trial and error

- —wwpuy oI problem | Deductive Inductive
solving
Structure T Visualization tools available. Black boxed

Notional machines

Stepwise, deterministic, discrete flow of program
through states (as contents of memory locations).

Parallel, possibly nondeterministic, passing data
through a network

Complexity concerns

Prepare for worst case, optimize for average case

No time / space variance between passing data
through a network

Portability Tedious to make portable to different platforms. Straightforwardly portable

Trial and error Discouraged Necessary

Software life cycle Traditional, well established life cycle. Clear version- | More data create new “versions”. Documenting is
ing. based on empiricism and reporting of training data.

Syntax and semantics

Syntactically strict, highly structured

Data can be unstructured, loose semantics
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Learning ABOUT Al

Enable everyone to...

e [opielerl= in an increasingly digital world
e getinvolved in EglellaleRiglERelf (6
o L GHelnEe el [olgls about Al in society.
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Al is a “new” topic for computing education (but not CS)

- -

“big open question in the classroom”
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What is important?
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What should everyone know about Al?
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Wh
at should everyone know about Al?
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Some existing approaches...

Al Systems Al in society
Natural & artificial intelligence

&
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Object & development of AI $
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Application areas of Al &@
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Aproaches to Al & & = %, Bias
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Machine I i oy %o% Safety & reliability
) . .
achine learning L{?o Artl.ﬁClal %; ’é, y
Intelligence - '%‘ Impacts, opportunities & challenges

&g
Phenomena, artifacts,
systems or situations

Knowledge-based

approach to Al %
00,. Tasks of humans
Z
[

Limits of the use of Al systems

Al systems & their inter-
action with the environment

¢

User-oriented Perspective
How do I use it?

e

Creators

Errors in AI models

W

Users
Al learns from data
Target-oriented selection of systems

Critical questioning
steps of machine learning

Puters can learn fO©

Michaeli et al., 2023

Touretzky et al., 2022
e
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How to teach Al?

- Extremely limited experience from the classroom
- No empirical evidence

“big open question in the classroom”
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How to teach Al?

Therefore according to well-established general principles of “good” computing
education

- based on ideas and concepts
- highly contextualized
- personally meaningful creative constructing

Prof. Dr. Tilman Michaeli | www.edu.sot.tum.de/ddi/




Not bifing

Michaeli, T., Seegerer, S., Kerber, L. & Romeike, R. (2023). Data, Trees, and Forests

— Decision Tree Learning in K-12 Education. In Proceedings of the 3rd Teaching
Machine Learning and Artificial Intelligence Workshop 2022, PMLR (pp. 1-5).



https://computingeducation.de/pub/2022_Michaeli-Seegeer-Kerber-Romeike_TeachML22.pdf
https://computingeducation.de/pub/2022_Michaeli-Seegeer-Kerber-Romeike_TeachML22.pdf
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S is creating, constructing and designing!
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... as a blackbox
... configuring Al methods, building
and testing models

sodel2 = keras . sequential(

Layers.Dense(3, activation="rel’, 1o
Layers Dense(s, activation="re
Layers.Dense(2, activation*

)

Eine Ubersicht des Models wird ausgegeben.

“Gutput Shape
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... implementing Al methods on their own
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Informatik-Monitor 2023/24

I G e a y Ubersicht der Bundeslander mit Informatikunterricht in der Sekundarstufe |
L I ]
..:

UNTERRICHTSANGEBOT

- Al included in the revision of our national CS g
standards for K-12 (published “soon”)

- Aot of states already integrated Al within their
curricula S

Brandenburg

Rheinland-
Pfalz

(Stand: Oktober 2023)
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Integration into teaching practice?

Table 1: Learning Objectives in the Bavarian Curriculum on
Al (year 11)

- between 300 and 500 CS teachers in our
Students discuss approaches to defining the term artificial intelli-

gence (Al), describe various basic ideas of Al methods (including area
machine learning) and their areas of application.

Students explain the functionality of a selected machine learning _ h et ero g eneous b a Ck g roun d S

algorithm (k-nearest neighbors or decision tree learning) in
general and for concrete examples.

Students analyze the influence of training data and parameters - ittle prior experience: So far. neither Al in
on the reliability of the results of a machine learning procedure, !

cilicaitusod ootn o deinseos oo teacher education nor in the classroom

Students explain the functionality of an artificial neuron (per-
ceptron) and describe the basic structure of a neural network.

- just over a year until teaching

Students implement (late start: simulate) a single artificial neu-
ron.

Students take a position on selected current possible applications
of artificial intelligence and evaluate opportunities and risks for
the individual and society.

Jetzinger, Baumer & Michaeli, 2024
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PD for in-service teachers

Bayerisches Staatsministerium flr _,‘ : :
Unterricht und Kultus &5

- Getting to know each other - Advanced content knowledge
- Playful beginning and overview - Practical implementation in the
- Appetite for more classroom

Attendance day 2
Attendance day 1 MOOC (Massive Open Online Course) Y

Introduction ,Exploring the world of Al“

Approx. 10h (in 3-6 weeks) Workshops

Jetzinger, Baumer & Michaeli, 2024
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PD for in-service teachers

o' 1

Cohort 1 &2 Cohort 3 Cohort 4 Cohort5 Cohort 6 Cohort7

Evaluating with a “progress test”

Points achieved in the progress test (in percent)
o
3

N
o

Pre for different cohorts

<
) 4

t)

Points achieved in the progress test (in percent
5 o ©
8 8 4

Jetzinger, Baumer & Michaeli, 2024 Pre-post
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Digital Transformation and Science

T TensorFlow Installieren  Lernen v APl Mehr v Q Suche Deutsch *  GitHub  Anmelden

TensorFlow-Tutorials

0
Schnellstart fir Anfanger mnist = tf.keras.datasets.mnist
Schnellstart fiir Experten

(x_train, y_train), (x_test, y_test) = mnist.load_data()

ANFANGER X-train, x_test = x_train / 255.0, x_test / 255.9
ML-Grundlagen mit Keras v # Add a channels dimension

X_train = x_train[..., :f,newax:s].astype(“ﬂoataz”)
Daten aden und vorverarbeiten < X_test = x_test[..., tf.newaxis].astype("float3z")
Schiitzer v

Verwenden Sie tf.data »um den Datensatz zu tf.data und Zu mischen:

FORTGESCHRITTENE

« 0
— . train.ds = tf.data.Dataset. fron_tensor_slices(
eaesng (x_train, y-train)).shuffle(10000) .batch(32)
Verteiltes Training v test-ds = tf.data.Dataset. fron_tensor_slices((x_test, y_test)).batch(32)
Bilder v
Erstellen Sie das tf. keras Modell mithife der Unterkiassen-AP| des Keras- Modells :
Text v
€0
class MyModel(Model
Strukturierte Daten v

def __init__(self):
super(MyModel, self).__init__()
r— - self.convi = Conv2D(32, 3, activation='relu’)
self.flatten = Flatten()

self.dl = Dense(128, activations'rely')
Interpretierbarkeit v self.d2 Dense(16)
Verstirkungslemen £} v def call(self, x):

X = self.convi(x)
X = self flatten(x)
X = self.di(x)
return self.d2(x)

# Create an instance of the model

Simulations and data analysis as the 3rd and 4th pillars of science

Prof. Dr. Tilman Michaeli | www.edu.sot.tum.de/ddi/
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Al as Content and Method...
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Learning & teaching WITH Al requires learning ABOUT Al!

What is a bias in the

<
data? S Is Al taking
What are ML models? Qg' over my job?
What is the difference -
between correlation and S¢ _ The use of
causation? \;5 digital world %:/«0 Whl,Ch data is
Phenomena, artifacts, (’l} ethlcally

systems or situations

questionable?
How were the data

selected and prepared?

User-oriented Perspective
How do I use it?

Where could | profitably use Al How do | interpret the results for
in my teaching? an appropriate intervention?
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Thank you for your attention!



